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Introduction

Common procedures in Corpus Linguistics (e.g. ngram search, keyword comparison, concor-
dance, and collocational search) rely on term frequency counts and pattern matches provided
by exhaustive search algorithms [4]. As datasets of widespread linguistic corpora continue to
increase in size [3], it is unsurprising that larger datasets incur higher computational costs.
However, longstanding and widely-available linguistic concordancers are not designed with
performance in mind, and/or the underlying engines used for search are not evaluated in
terms of their performance [1] [5]. This project fills this twofold research gap by extending
the existing BalConc concordance engine [6] such that it exploits the affordances provided
by modern high performance computing (HPC) architectures.

In this report, I present the results of the strong- and weak-scaling analysis of various HPC
systems (i.e. shared-memory, distributed-memory, hybrid) to assesses the performance of
the reimplemented engine’s core search functionality. In doing so, the possible benefits
of parallel programming in this problem domain in terms of reduced execution time are

assessed.



Related Work

Concordance search and collocational search are functions offered by Corpus Linguistic
software (which are typically referred to as concordancers) such as AntConc[1], Wordsmith
[5], and Corpus Workbench [2]. Both of these search functions rely on finding all matches
in the documents of a corpus (i.e. a collection of documents containing naturally-occurring
language) given a pattern containing a span of token and/or annotations. In concordance
search, linguists are interested in studying matches in context (i.e. neighbouring tokens to
the left and to the right). In collocational search, linguists are interested in the collocates
which are the neighbours which co-occur with a given pattern with high relative frequency.
Both of these search functions rely on performing an exhaustive search on the documents of
the corpus to obtain the matches. Each document of a given corpus has to be traversed all

(series of) tokens matching a certain pattern.



Proposed approach

The approach explored by this paper is to traverse the documents of a given corpus in
parallel using shared-memory systems, distributed memory systems and hybrid systems.
The proposed approach is a straightforward one: instead of traversing the corpus’ documents
sequentially, the documents of a corpus are distributed to available processing elements and

are traversed in parallel.



Design of the experiments

The search engine was reimplemented to run on shared-memory systems, distributed-memory
systems and hybrid systems. For experiments using shared-memory systems, we use t
€ {1,2,4,8,16} threads. For experiments using distributed-memory systems, we use m
€ {1,2,4,8,16} processors. For experiments using hybrid systems, we use n € {1, 2,4, 8,16}
processors each with 16 threads. The programming language used was Python and the

execution times were measured five times for each search system.



Strong-scaling analysis

5.1 Shared memory system

Execution times of shared-memory systems
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Strong-scaling analysis

5.2 Distributed memory system

Execution time (in seconds)

5.3 Hybrid system
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Weak-scaling analysis

6.1 Shared memory system

Execution times in weak-scaling analysis of shared-memory systems
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Weak-scaling analysis

6.2 Distributed memory system

6.3

Execution times in weak-scaling analysis of distributed-memory systems
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Hybrid system

Execution times in weak-scaling analysis of hybrid systems

2

350 4

w
=]
o

%]
un
[=]

=
un
[=]

Execution time (in seconds)
kJ
o
(=]

100 - //

50 =S

50 100 150 200 250
Mumber of threads



Conclusion

In this project, we measured the speedup of the execution times and reimplemented search
functionality of the BalConc concordance engine to run on different HPC systems includ-
ing distributed-memory and shared-memory systems. The experiments show that parallel
programming reduces the required execution time.

All in all, while not every person doing Corpus-based research may have access to HPC
systems, it is a worthwhile to look into the application of parallel algorithms in this domain

because the vast majority of personal computers nowadays have multiple processors.
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